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Supplementary Table 1: Summary of publications describing internet-based surveillance systems for influenza or dengue (January 2008 – June 2013). 
 
 Data source 

(resolution; 
range) A 

Region Methodology Results Additional notes 

Polgreen et al. 
(2008)1 

Yahoo! search 
query logs 
(weekly; 2004-
8) 

United States The authors correlated weekly aggregates of influenza-
related search queries submitted to Yahoo! to national and 
regional influenza surveillance data. Linear models were 
applied with a 1-10 week lead time to predict influenza 
positive cultures and mortality rates attributable to 
pneumonia and influenza.  

Correlations between estimates and culture results were 
reported to be R2=0·46 (1 week lag) at a national level 
and R2=0·38 (range =0·17-0·57; 1-3 weeks lag) 
regionally.  Comparisons were also made with mortality 
data. At a national level, R2=0·42 (5 weeks lag), while 
at a regional level R2=0·30 (range =0·12-0·43; 4-6 
weeks lag). 

 

Carneiro and 
Mylonakis 
(2009)2 

GI4S (weekly; 
2004-9) 

Worldwide and United 
States 

The authors analysed GT search frequency for the term “bird 
flu”, worldwide and originating from the US between 
January 2004 and March 2009.  

GT indicated an increase in search frequency for “bird 
flu” between 2005 and 2006 coinciding with the avian 
influenza outbreak; no cases recorded in the US.  

The authors speculated that the 
spike in US search queries was 
driven by media reports. 

Ginsberg et al. 
(2009)3 

Google 
(weekly; 2003-
8) 

United states An automated method was used to identify Google search 
queries (2003-7) with the highest level of correlation with 
Center for Disease Control and Prevention (CDC) influenza-
like illness (ILI) data. Models were produced using 
combinations of search terms and assessed against CDC ILI 
data excluded from the modeling process (2007-8). 

The final model used 45 search queries and exhibited a 
high degree of correlation with ILI data; mean r=0·90 
(range=0·80-0·96 for the 9 regions) for data used in the 
modeling process and r=0·97 (range =0·92-0·99) for 
hold-out data. Model estimates consistently preceded 
CDC surveillance reports by 1-2 weeks. 

The model developed in this 
publication is utilised by GFT.  

Hulth et al. 
(2009)4 

Vårdguiden 
(weekly; 2005-
7) 

Sweden A model for estimating influenza incidence was created 
using frequency of queries submitted to Vårdguiden, a 
Swedish medical website. The model was validated against 
laboratory results and ILI reported by sentinel general 
practitioner (GP) clinics.  

A model with four components was determined to be 
optimal for both sentinel (R2=0·89; mean predictive 
error =0·08) and laboratory (R2=0·90; mean predictive 
error =19.14) models. 

This study provides proof-of-
concept for monitoring Swedish 
search terms as a means of tracking 
infectious disease incidence. 

Kelly and 
Grant (2009)5 

GFT (weekly; 
2009) 

Australia; Victoria GFT data for Australia was compared to Victorian GP 
sentinel surveillance and Melbourne Medical Deputising 
Service data for ILI-related consultations during the 2009 
H1N1 influenza pandemic. 

GFT was reported to have “remarkable correlation” 
with both GP sentinel surveillance and Melbourne 
Medical Deputising Service data. 

Statistical analyses are not reported. 

Pattie et al. 
(2009)6 

GFT (weekly; 
2007-8) 

United States Weekly influenza data from the Department of Defense’s 
Electronic Surveillance System for the Early Notification of 
Community-Based Epidemics (ESSENCE) were compared 
with GFT and CDC Outpatient Influenza-like Illness 
Network (ILINet) results. 

Correlations between ESSENCE and CDC ILINet and 
GFT were r=0·92 and 0·88, respectively.  

 

Pelat et al. 
(2009)7 

GI4S (weekly; 
2004-9) 

France Search query frequency for French terms related to ILI, 
gastroenteritis and chickenpox were compared with French 
Sentinel Network surveillance data. 

The query “grippe –aviaire –vaccine” (influenza –avian 
–vaccine) produced the highest correlation with 
surveillance data for influenza (r=0·82; 0 week lag). 

This study provides proof-of-
concept for monitoring French 
search terms as a means of tracking 
infectious disease incidence.  

Wilson et al. 
(2009)8 

GFT (weekly; 
2009) 

New Zealand GFT data were compared graphically to ILI data from two 
independent national surveillance systems and with ILI data 
from a national toll-free telephone triage and health service. 

GFT exhibited good visual correlation with the data 
from the two national surveillance systems (peaked 
within one week). Peak ILI-related calls to Healthline 
occurred three weeks prior to GFT. 

 

Chew and 
Eysenbach 
(2010)9 

Twitter 
(Weekly; 
2009) 

United States Twitter posts containing the terms “swine flu”, “swineflu” 
and/or “H1N1” were collected and automatically binned into 
groups describing the nature of the content. The proportion 
and absolute numbers of posts binned as “personal 
experiences” or “concern” were compared to US H1N1 
incidence rates. 

Correlations between H1N1 incidence rates and posts 
binned as “personal experiences” were reported to be 
r=0.77 for absolute number of posts and r=0.67 for the 
percentage of posts assigned to this category. 
Correlations for posts assigned to the “concern” 
category were r=0.66 for absolute number and r=0.37 
for the percentage of posts. 

 

Corley et al. Spinn3r United States The authors used Spinn3r used to monitor blogs for terms Level of correlation between flu-content posts and Note: Corley et al. (2010)10and 
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(2010)10 (weekly; 2008-
9) 

“influenza” and “flu”. This was correlated with ILINet data 
(October 2008 and January 2009).   

ILINet data was reported to be r=0·626. Corley et al. (2010)11 report the 
same dataset. Length of analyses 
period differs.  

Corley et al. 
(2010)11 

Spinn3r 
(weekly; 2008-
9) 

United States he authors used Spinn3r used to monitor blogs for terms 
“influenza” and “flu”. This was correlated with ILINet data 
(October 2008 and March 2009).  

Level of correlation between flu-content posts and 
ILINet data was reported to be r=0·545. 

Note: Corley et al. (2010)10and 
Corley et al. (2010)11 report the 
same dataset. Length of analyses 
period differs. 

Valdivia et al. 
(2010)12 

GFT (weekly; 
2009) 

Belgium, Bulgaria, 
France, Germany, 
Hungary, Netherlands, 
Norway, Poland, 
Russian Federation, 
Spain, Sweden, 
Switzerland, and 
Ukraine 

Correlations between GFT and sentinel network data over the 
course of the 2009 influenza A (H1:N1) pandemic were 
assessed. Data were analysed over three periods: the periods 
before and after 31 August, 2009 (pre- and during the 
epidemic) and for the entire period (23 March, 2009 to 28 
March, 2010). 

Overall correlation coefficients were reported to be  
r=0·72-0·94. Pre-epidemic correlations were r=0·39-
0·87 and correlations during the epidemic period were 
r=0·53-0·97. GFT peak incidence occurred 0-2 weeks 
prior to sentinel estimates, except for Sweden (GFT 
preceded sentinel network estimates by 11 weeks).  

 

Valdivia and 
Monge-
Corella 
(2010)13 

GI4S (weekly; 
2004-9) 

Spain Search query frequency for Spanish terms related to ILI and 
chickenpox were compared with data from the Spanish 
National Epidemiology Center. 

The query “gripe – aviar – vacuna” (influenza –avian –
vaccine) produced the highest correlation with 
surveillance data for influenza (r=0·81; 2 week lag). 

This study provides proof-of-
concept for monitoring Spanish 
search terms as a means of tracking 
infectious disease incidence. 

Althouse et al. 
(2011)14  

GI4S (weekly 
or monthly; 
2004-11) 

Singapore and Bangkok Search frequencies for dengue-related terms were 
downloaded from GI4S and categorised as: nomenclature, 
signs/symptoms and treatment. Three models for predicting 
incidence were applied to the data (step-down linear 
regression, generalized boosted regression, and negative 
binomial regression) and performance assessed against 
surveillance data from the Singapore Ministry of Health 
(weekly) and the Thai Bureau of Epidemiology (monthly). 
Additionally, Support Vector Machine (SVM) and logistic 
regression models were applied to the data to predict periods 
of high incidence (thresholds: 50th, 75th and 90th percentile of 
case numbers). 

Step-down linear regression provided the closest fit to 
the surveillance data (Singapore R2=0·948, n=16 search 
terms; Bangkok (R2=0·943, n=8 search terms). SVM 
was superior to logistic regression in determining 
periods of high incidence. Using the 75th percentile cut 
off, the area under the receiver operating characteristic 
curve was 0·91 and 0·96 for Singapore and Bangkok, 
respectively.  
 

 

Boyle et al. 
(2011)15 

GFT (weekly; 
2006-9) 

Australia; Queensland The authors compared historical data for presentation and 
admissions to 27 Queensland public hospitals, for ILI, during 
the influenza season (June-September) with corresponding 
GFT data. 

Correlation coefficients for the GFT data with ILI data 
were r=0·35; 0·88; 0·91; 0·76; respectively for the 
2006-2009 influenza seasons. 

 

Chan et al. 
(2011)16  

Google 
(weekly or 
monthly; 
2003-10)  

Bolivia, Brazil, India, 
Indonesia and Singapore 

A model for dengue was created using a methodology similar 
to that described above for GFT.3 Weekly (Bolivia and 
Singapore) or monthly (Brazil, India and Indonesia) Google 
search query aggregates were used to create individual 
models and performance was assessed against national 
surveillance data. The models were engineered to remove 
spurious spikes and the validated using holdout datasets.  

Models utilised up to ten search terms. Estimates 
produced were described to match observed curves 
“quite well” for all countries. Pearson’s correlation 
coefficients for the overall and holdout data sets, 
respectively, were: Bolivia (r=0·94, 0·83), Brazil 
(r=0·92, 0·99), India (r=0·87, 0·94), Indonesia (r=0·90, 
0·94) and Singapore (r=0·82, 0·94). 

The model developed in this 
publication is utilised by Google 
Dengue Trends. 

Collier et al. 
(2011)17 

Twitter 
(weekly; 2009-
10) 

United States Supervised learning was used to categorise 97 million 
Twitter messages into five influenza-related categories. 
Weekly volumes were compared against US CDC data for 
positive Influenza tests. 

Moderately strong correlations (r=0·58-0·67) were 
observed between positive message frequency in each 
class and CDC results for Influenza A (H1N1). 

The authors conceded that further 
progress needs to be made to 
achieve the high degree of 
correlation achieved by GFT.  

Cook et al. 
(2011)18 

GFT (weekly; 
2009) 

United States A new GFT model was developed using a larger pool of 
candidate queries and more relaxed parameters than the 
original model.3 Both models were compared with ILINet 
estimates; data were analysed over four time periods 
covering the 2009 H1N1 outbreak (pre-H1N1, Summer 

Both models exhibited a high level of correlation pre-
H1N1, during Winter and over the entire period 
analysed (r>0·90). Correlations for the Summer H1N1 
period were higher for the new model (r = 0·95 vs. 
0·29). 

Internet search behaviour changed 
during the H1N1 pandemic. The 
new GFT model, trained using data 
from the summer months of the 
pandemic, was able to accommodate 
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H1N1, Winter H1N1, and H1N1 overall). changes in search behaviour.  
Hulth and 
Rydevik 
(2011)19 

GI4S, GFT & 
Vårdguiden 
(weekly; 2009) 

Sweden Search frequencies for the term “influenza” submitted to 
Google (using GI4S) and the Vårdguiden web site were 
compiled and visually compared to estimates for Sweden 
produced by GFT, the Vårdguiden model and Swedish 
sentinel reports.  

The authors reported the Vårdguiden model to produce 
the best representation of the sentinel reports.  

This publication presents a system 
(Generating Epidemiological Trends 
from WEb Logs, Like; GETWELL) 
which integrates automated, 
internet-based surveillance for 
influenza into an existing traditional 
surveillance framework. 

Hulth and 
Rydevik 
(2011)20 

GFT & 
Vårdguiden 
(weekly; 2009) 

Sweden The Vårdguiden model4 and GFT (Sweden) performance was 
analysed over the 2009 H1N1 outbreak. Models were 
compared with “incomplete sentinel” (weekly reports) and 
“complete sentinel” (final reports distributed five weeks 
later, containing late reports) data. 

Correlation between the Vårdguiden model and 
complete sentinel data (r=0·90, R2=0·75) were higher 
than for the GFT model (r=0·87, R2 not reported). A 
similar trend was reported for incomplete sentinel data: 
Vårdguiden model (r=0·88, R2=0·68), GFT model 
(r=0·85, R2 not reported).  

 

Malik et al. 
(2011)21 

GFT (weekly; 
2009) 

Canada; Manitoba Performance of GFT (Manitoba) was evaluated during the 
2009 H1N1 pandemic using laboratory confirmed H1N1 
cases as a reference. Correlations between emergency 
department (ED) indicators and virological data were also 
determined.  

GFT exhibited highest correlation with virological data 
when a 2-week lag was incorporated (R2= 0·69). GFT 
also exhibited a high level of correlation with ED 
indicators analysed (R2= 0·86 and R2= 0·85). 

 

Ortiz et al. 
(2011)22 

GFT (weekly; 
2003-8) 

United States Surveillance data from the US Influenza Virologic 
Surveillance System was used as a reference to analyse 
performance of GFT and the ILINet. A secondary analysis 
was performed to determine the influence of high-leverage 
outlier points.  

GFT correlated highly with CDC ILI surveillance data 
(r=0·94) and CDC Virus Surveillance (r=0·72). 
Removal of outliers increased correlation of GFT with 
CDC Virus Surveillance (r=0·82), but not CDC ILINet 
data (r=0·72). GFT and CDC Virus Surveillance 
correlations differed by season (r=0·67-0·94, mean 
=0·79) and region (r=0·64-0·80, mean =0·70).  

GFT and CDC ILI surveillance data 
shared 88% of variance, whereas, 
GFT and CDC Virus Surveillance 
shared 51%. 

Dugas et al. 
(2012)23 

GFT (weekly; 
2009-10) 

United States; 
Baltimore, Maryland 

City GFT data for Baltimore were correlated with separate 
adult and paediatric data for ILI, laboratory confirmed 
influenza cases and ED crowding indices. 

GFT exhibited a high degree of correlation with ED 
presentation for ILI (adult r=0·89; paediatric r=0·65) 
and laboratory-confirmed influenza cases (adult r=0·88; 
paediatric r=0·72). GFT and crowding metrics exhibited 
good correlation for paediatric ED visit volumes 
(r=0·65), and number of patients who left without 
consulting a clinician (r=0·64). Peak correlations (if 
present) were observed for all data analysed with 0-1 
week lag. 

 

Dukic et al. 
(2012)24 

GFT (Weekly; 
2003-9) 

United States  The authors used GFT data to track influenza dynamics using 
a season-specific susceptible-exposed-infected-recovered 
(SEIR) model within the state-space framework. The study 
also compared posterior distributions between Markov chain 
Monte Carlo (MCMC) algorithm and sequential learning 
algorithm. National and statewide data from nine states were 
used.  

This publication demonstrated the ability of GFT data, 
applied to a state-space SEIR model, to provide near 
real-time disease tracking. The sequential learning 
algorithm could improve the computational speed in 
comparison with MCMC algorithm.  

 

Lampos and 
Cristianini 
(2012)25 

Twitter 
(weekly; 2009-
10) 

United Kingdom; 
regional 

The authors harvested a sample of Twitter posts tagged with 
locations identifiable to highly populated urban centres in the 
UK.  Influenza incidence was estimated by monitoring 
frequency of Twitter posts containing key words selected 
using the methods of term frequencies and bootstrapped least 
absolute shrinkage and selection operator. Estimates were 
compared to official influenza incidence rates provided by 
the Health Protection Agency.  

Linear correlation coefficients of up to r=0·933 were 
reported. The authors conclude that supervised learning 
framework presents a suitable method for selecting 
features for use in digital surveillance systems. 

 

Patwardhan GFT (weekly; United States GFT results were correlated with sales of four drugs Correlation between GFT and pharmaceuticals sales  
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and Bilkovski 
(2012)26 

2007-11) commonly prescribed for influenza. Pharmaceutical sales 
were also correlated with 2007 ILINet data.  

was r=0·92. Correlation between pharmaceutical sales 
and 2007 ILINet data was r=0·97. 

Pervaiz et al. 
(2012)27 

GFT (weekly; 
2003-11) 

United States  The authors explored the potential of using GFT as a basis 
for building fully automated early warning systems. The 
accuracy and practicality of three types of algorithms 
(normal distribution, Poisson distribution and negative 
binomial distribution) were assessed.  

Poisson and negative binomial regression models were 
demonstrated to perform better, on average, than those 
based on normal distribution. The authors concluded 
that the addition of a level of computational intelligence 
to GFT data provided a reliable means of early outbreak 
detection. 

 

Scarpino et al. 
(2012)28 

GFT (weekly; 
2001-8) 

United States; Texas The authors used a submodular optimisation algorithm to 
optimise sentinel provider selection for the Texas ILINet. 
The effect of incorporating GFT as a virtual provider into the 
network was investigated. 

GFT alone matched the performance of an optimised 
network of 44 providers and outperformed the 2008 
Texas ILINet (82 providers). Inclusion of GFT into an 
optimised network of 82 providers increased 
performance by 12·5%.  

This publication demonstrates the 
potential for using GFT data to 
augment current surveillance 
systems.  

Shaman and 
Karspeck 
(2012)29 

GFT (Weekly; 
2003-11) 

United States; 
New York City, New 
York 

The authors used the ensemble adjustment Kalman filter to 
assimilate GFT data and then applied a humidity-driven 
susceptible-infectious-recovered-susceptible model. 

The authors reported that the approach used was able to 
provide indication of peak influenza incidence up to 
seven weeks in advance of its occurrence.  

 

Culotta 
(2013)30 

Twitter 
(Weekly; 
2009-10) 

United States Frequency of posts containing influenza-related keywords 
were analysed in a corpus of 570 million Twitter messages. 
Changes in frequency of posts containing these words (or 
combinations) were correlated with US CDC data for 
influenza. A document classification method was used to 
filter spurious messages and correlations assessed in the 
absence of these messages.  

Linear models fitted to influenza related tweet 
frequency were demonstrated to exhibit strong 
correlations with CDC ILI hold out data (up to r=0·92 
for a single term and r=0·.97 for a combination of 
terms). The inclusion of a document classification 
method was reported to limit the effect of spurious 
posts.    

 

Dugas et al. 
(2013)31 

GFT (Weekly; 
2004-11) 

United States; a single 
urban, tertiary care 
emergency department 
(location undisclosed)  

The authors developed an influenza forecast model that used 
data available in real-time at the city or medical center level. 
Forecast models were produced using a Negative Binomial 
Generalized Autoregressive Moving Average (GARMA) 
model. Secondary variables (GFT, meteorological data and 
temporal variables) were added as external variables and 
predictive performance assessed.  

GFT data was demonstrated to outperform 
meteorological data and temporal variables in 
generalized linear models. The inclusion of GFT into 
the selected GARMA base model significantly 
improved performance (from 81% to 83%; p=0.0005). 
Inclusion of other variables to this model did not further 
increase performance.  

This paper demonstrates proof-of-
concept for use of GFT in 
forecasting models.  

Kang et al. 
(2013)32 

GT (Weekly; 
2008-11) 

China; Guangdong 
province  

The authors compared GT indices for the terms “flu”, 
“common cold”, “fever”, “cough”, “sore throat”, “influenza 
A” and “H1N1” with Guangdong province ILI surveillance 
and laboratory confirmed influenza (virological) data (from 
the Guangdong CDC).  

The highest level of correlation reported was between 
“fever” and ILI (r=0·73; no lag). “Influenza A” had the 
highest level of correlation with virological surveillance 
data (r=0·66; one week lag). Lag times of 0 weeks 
produced the highest levels of correlations for most 
search terms.  

Correlation between ILI and 
virological surveillance data for 
Guangdong province were reported 
to be r=0·56 (95% CI: 0·.43, 0·66). 

Vandendijck 
et al. (2013)33 

GFT (Weekly; 
2003-11) 

Belgium; Flanders The authors compared ILI estimates in Flanders produced by 
the Great Influenza Survey (an online weekly influenza 
survey), GFT and the Belgian Sentinel Network.   

Correlations between GFT and the Belgian Sentinel 
Network were not reported in this study. The Great 
Influenza Survey (random walk model), however, 
exhibited good correlation with both GFT (r=0.62-0.94) 
and Belgian Sentinel Network (r=0.76-0.94). 

 

Yuan et al. 
(2013)34 

Baidu 
(Monthly; 
2009-12) 

China The authors used search frequency data collected from Baidu 
(the most commonly used search engine in China) to estimate 
influenza activity in China. Estimates were compared to 
official influenza counts from the Ministry of Health (MOH). 
Additionally, the authors created a hybrid model (that uses 
both Baidu search index and MOH case report data) to 
produce estimates of influenza incidence.  

The search index composite created by the authors for 
estimating influenza incidence contained 8 terms and 
exhibited a correlation with MOH data of r=0.96 (lag 
0). The predictive model was reported to have an R2 

value of 0.95. Mean absolute percent error of this model 
on the eight month out-of-sample period analysed was 
10.6% (1.8%-22.2%).  

This is the first reported use of 
Baidu data for influenza 
surveillance. 

Zhou et al. 
(2013)35 

GT (Daily; 
2006-11) 

United States Search query frequencies were used to predict epidemic alert 
levels for influenza by a continuous density Hidden Markov 
model (HMM). Queries used in this publication were 

HMM-based methods were reported to predict influenza 
alert levels with 97.7% accuracy. Bayes and regression-
based methods did so with 85.3% and 81.3% accuracy 

The authors were able to produce 
estimates of influenza alert levels in 
“real-time” as GT search volumes 
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selected using a greedy forward selection method. The 
accuracy of these estimates was compared to alert levels 
calculated from US CDC data.  

respectively.  are updated daily.  

 

A Google Flu Trends http://www.google.org/flutrends/; Google Insights for Search (merged with Google Trends in 2012); Google Trends http://www.google.com/trends/; Yahoo! 
http://search.yahoo.com/; Vårdguiden http://www.vardguiden.se/; Baidu http://index.baidu.com/  
 
Acronyms 
CDC Center for Disease Control and Prevention 
ED Emergency Department 
ESSENCE Early Notification of Community-Based Epidemics 
GARMA Generalised Autoregressive Moving Average 
GET WELL Generating Epidemiological Trends from WEb Logs, Like 
GFT Google Flu Trends 
GI4S Google Insights for Search 
GP General Practitioner  
GT Google Trends 
HMM Hidden Markov Model 
ILI Influenza-like Illness 
ILINet Outpatient Influenza-like Illness Network 
MCMC Markov Chain Monte Carlo 
MOH Ministry of Health 
SEIR Susceptible-Exposed-Infected-Recovered 
SVM Support Vector Machine 
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